Effects of Cue-Triggered Expectation on Cortical Processing of Taste
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SUMMARY

Animals are not passive spectators of the sensory world in which they live. In natural conditions they often sense objects on the bases of expectations initiated by predictive cues. Expectation profoundly modulates neural activity by altering the background state of cortical networks and modulating sensory processing. The link between these two effects is not known. Here, we studied how cue-triggered expectation of stimulus availability influences processing of sensory stimuli in the gustatory cortex (GC). We found that expected tastants were coded more rapidly than unexpected stimuli. The faster onset of sensory coding related to anticipatory priming of GC by associative auditory cues. Simultaneous recordings and pharmacological manipulations of GC and basolateral amygdala revealed the role of top-down inputs in mediating the effects of anticipatory cues. Altogether, these data provide a model for how cue-triggered expectation changes the state of sensory cortices to achieve rapid processing of natural stimuli.

INTRODUCTION

Food does not appear in the mouth unexpectedly. Tasting food is typically the outcome of a behavioral sequence promoted by anticipatory cues. The sight of a dish, its odor, and the sound of a beverage being poured are all signals that trigger expectations about the availability of a gustatory stimulus. As a result gustatory information is often perceived against the background of prior expectations.

Given the intimate relationship between taste and expectation, it comes as no surprise that this subject has been the focus of increasing attention. Manipulating anticipation and uncertainty significantly alters detection thresholds, intensity, and hedonic judgments of gustatory stimuli (Ashkenazi and Marks, 2004; Marks and Wheeler, 1998; Nitschke et al., 2006). Similarly, fMRI BOLD responses and patterns of activation in gustatory cortex (GC) differ for expected and unexpected stimuli (Nitschke et al., 2006; Small et al., 2008; Veldhuizen et al., 2007, 2011). The importance of this phenomenon extends beyond taste. Indeed, in all the sensory modalities, expectation biases perception toward anticipated stimuli, thus enhancing stimulus representation (Doherty et al., 2005; Engel et al., 2001; Gilbert and Sigman, 2007; Jaramillo and Zador, 2011; Zelano et al., 2011).

The effects of expectation are not limited to the processing of expected stimuli. Expectation can also modify the background state of sensory networks prior to the presentation of the anticipated stimulus. Changes in prestimulus activity are well documented by electrophysiological and imaging studies (Egner et al., 2010; Fontanini and Katz, 2008; Mitchell et al., 2009; Nitschke et al., 2006; O’Doherty et al., 2002; Small et al., 2008; Yoshida and Katz, 2011). Olfactory or verbal cues signaling the availability of tastes result in a general activation of GC (Small et al., 2008; Veldhuizen et al., 2007). Activation of primary sensory cortices by anticipatory cues is also observed at the single neuron level (Kerfoot et al., 2007; Saddoris et al., 2008; Schiltz et al., 2007) and in the temporal patterns of activity preceding the expected stimulus (Engel et al., 2001; Fontanini and Katz, 2008; Mitchell et al., 2009; Womelsdorf et al., 2006). These anticipatory changes in the state of sensory networks are believed to be caused by top-down inputs from higher-order areas (Fontanini and Katz, 2008; Gilbert and Sigman, 2007).

Changes in the background state of sensory networks are thought to play a fundamental role in shaping sensory responsiveness (Arieli et al., 1996; Engel et al., 2001; Fiser et al., 2004; Fontanini and Katz, 2008; Krupa et al., 2004; Poulet and Petersen, 2008). Direct comparison of single-neuron coding of expected and unexpected objects revealed changes in cortical responses that could be attributed to modifications of prestimulus activity (Krupa et al., 2004; Mitchell et al., 2009; Wiest et al., 2010; Womelsdorf et al., 2006; Yoshida and Katz, 2011). Yet, the mechanisms linking changes in anticipatory activity with the effects of expectation on sensory processing are not fully understood.

Here, we study the effects of cue-induced expectation on response dynamics evoked by gustatory stimuli. Single-neuron and population responses to unexpected tastants were compared with those evoked by the same, but expected, stimuli. We show that expectation results in rapid coding of stimulus identity and that this phenomenon is mediated by cue-induced anticipatory priming of GC. Simultaneous multi-area recordings and pharmacological manipulations in behaving rats further...
indicate that the priming effects of anticipatory cues on cortical activity depend on top-down inputs from the basolateral amygdala (BLA), a component of the anticipatory network (Belova et al., 2007; Fontanini et al., 2009; Small et al., 2008) involved in taste coding (Fontanini et al., 2009; Grossman et al., 2008) and with strong connections to GC (Allen et al., 1991).

RESULTS

Single-neuron spiking activity was recorded in 20 behaving rats using multiple movable bundles of 16 extracellular electrodes: 9 rats had bilateral GC implants, 4 had bundles in GC and BLA, and 7 had recording electrodes in GC and cannulae for intracranial infusion of drugs in BLA. A total of 473 single units were recorded from GC (156 of which pertain to the BLA infusion groups) and 72 from BLA.

Subjects were tested after successful training to perform a task designed to study the effects of expectation on gustatory processing. For each trial rats had to wait ~40 s after which a tone signaled the availability of a tastant chosen randomly out of four possible (sucrose, NaCl, citric acid, or quinine). The subjects had 3 s to press a lever to self-administer a tastant directly into their mouth via an intra-oral cannula (IOC) (average latency of lever pressing: 635 ± 228 ms, n = 38). To study expectation in its most general form, only a single tone was used as a cue, and no information was given about the identity of the tastant available at each trial. Unexpected tasting was achieved via uncued IOC deliveries of gustatory stimuli presented at random trials and times during the pretone period. During each recording session single-unit spiking responses to expected self-administered tastants (from here on referred to as ExpT) were compared with responses to the same tastants unexpectedly delivered by the behavioral software (from here on referred to as UT). Each delivery of a tastant was followed, 5 s later, by a water rinse.

Expectation Results in Faster Coding of Gustatory Information

To begin addressing the effects of expectation on GC sensory responses, the absolute difference between peri-stimulus-time-histograms (ΔPSTHs) in response to ExpT and UT was computed and averaged across cells and tastants. This analysis, which provides a measure of the difference between responses to ExpT and UT, showed a striking task dependency of evoked firing. Of the neurons, 58.4% (174 of 298) produced significantly different firing rate modulations (p < 0.05) in the first 2.5 s after stimulus presentation depending on the condition. Figure 1A displays the difference for the first 2.5 s following the presentation of the stimulus. Average ΔPSTH for each tastant follows a similar trend (inset in Figure 1A). The largest difference between responses occurred early; ~250 ms after stimulus delivery, the difference decayed to 50% of its maximum (see dotted box in Figure 1A). Firing rates in the first 250 ms significantly differed for 31.2% (93 of 298) of GC neurons (p < 0.05). No clear trend toward an increase or decrease of firing rates was observed for either condition; the proportion of neurons firing more to UT or to ExpT was similar (see Figure S1, available online, for a complete analysis).

To determine the influence of early changes in firing rates on taste coding, the initial 250 ms was divided in two 125 ms bins. Single neurons were defined as taste responsive in a certain bin if their firing rates in response to the four tastants differed significantly according to a one-way ANOVA (p < 0.05). As shown in Figure 1B, the percentage of taste-coding neurons was higher for self-deliveries in the first two bins, with the maximal increase, 52.4%, in the first 125 ms (from 7.0%, 21 of 298, for UT to 10.7%, 32 of 298, for ExpT) and a 37.8% increase in the 125–250 ms interval (from 12.4%, 57 of 298, for UT to 17.1%, 51 of 298, for ExpT). The neurons coding for ExpT were among those being affected by expectation as demonstrated by their ΔPSTH. In those neurons the difference in the first two bins was significantly larger than background values (first 125 ms bin: 7.4 ± 1.1 Hz versus 2.5 ± 0.4 Hz, n = 32, p < 0.01; second 125 ms bin: 7.1 ± 0.9 versus 3.1 ± 0.4, n = 51, p < 0.01) and larger than the ΔPSTH observed for the other neurons (first 125 ms bin: 3.0 ± 0.3 Hz, n = 266, p < 0.01; second 125 ms bin: 2.5 ± 0.2, n = 247, p < 0.01).

A classification analysis was used to establish the impact of single-cell changes on taste processing in neural ensembles. This analysis made it possible to determine whether ensemble firing patterns in the early portion of responses to ExpT (0–125 and 125–250 ms) allowed better stimulus discrimination than responses to UT. Figure 1C shows the result of a population PSTH-based classification algorithm averaged over all of the experimental sessions; a significant difference in favor of ExpT was observed in the first 125 ms (ExpT: 33.8% ± 1.8%, UT: 27.4% ± 1.9%, p < 0.01, n = 38). Although activity evoked by UT did not allow for an above-chance performance, responses to ExpT were classified correctly in a significantly larger percentage than chance (p < 0.01). Thus, cueing enabled more accurate coding in the earliest response interval. This improvement in taste coding was restricted to the first 125 ms of the response, whereas in the interval between 125 and 250 ms, UT and ExpT trials showed a similar above-chance (p < 0.01) percentage correct (ExpT: 37.5% ± 2.1%; UT: 37.4% ± 2.1%; p = 0.97). A similar classification was performed after a swapping procedure to determine the contribution of single taste-responsive neurons. Responses for neurons that were taste specific in the first bin of the ExpT condition were swapped with those evoked by UT. The performance for UT significantly increased (32.4% ± 2.1%; p < 0.01), whereas ExpT classification significantly decreased (30.5% ± 1.8%; p < 0.05), making the difference in classification for the two conditions no longer statistically significant (p = 0.41). The contribution of taste-specific neurons was determinant in mediating the faster onset of stimulus coding.

To further understand the factors determining the improvement in early taste coding, response tuning and trial-to-trial variability were computed. Breadth of tuning was quantified by analyzing the entropy of response profiles (H; see Smith and Travers, 1979, for its standard application to taste coding) for the neurons mediating the increase in taste coding. Trial-to-trial variability was determined by measuring the average Euclidean distance between single-trial population responses for each session (in Figure 1E referred to as dissimilarity index). In the first 125 ms bin, the average H value for responses to ExpT showed a small, but significant, decrease relative to that for UT (0.89 ± 0.01 for ExpT and 0.95 ± 0.01 for UT, p < 0.01 n = 32; Figure 1D,
Figure 1. General Expectation Promotes Rapid Coding of Gustatory Information

(A) ΔPSTH in response to ExpT and UT (n = 298 neurons). The average ΔPSTH (bin width, 50 ms) is maximal in the first 250 ms (dotted box) following gustatory stimulation (t = 0). The dashed line is the average ΔPSTH for spontaneous activity measured over 2 s before the onset of the cue. Inset shows ΔPSTH for each tastant: S, sucrose, blue; Na, NaCl, cyan; CA, citric acid, orange; and Q, quinine, red.

(B) Percent increase in the number of neurons coding for ExpT relative to UT during the first two 125 ms bins following stimulus presentation.

(C) Taste classification of single trials in response to UT and ExpT. The bars in the histogram (white, UT; gray, ExpT) represent the percentage of trials that were correctly classified as S, NaCl, CA, or Q on the basis of their population activity in the first and second bin. Performance for ExpT significantly exceeded that for UT in the first bin. Black asterisk indicates significant difference.

(D) Entropy (H) value of response profiles. Entropy is significantly smaller for ExpT than UT in both the bins. The black asterisk indicates significant differences between UT and ExpT for the first bin.

(E) Trial-to-trial variability for responses to UT and ExpT. The plot details the pairwise Euclidean distance between single-trial ensemble responses (i.e., dissimilarity index). Trial-to-trial variability is significantly smaller for ExpT than for UT only in the first 125 ms. Black line shows 0–125 ms bin; gray line illustrates 125–250 ms bin. The black asterisk indicates significant differences between UT and ExpT for the first bin.

(F) PSTH of a representative neuron in response to UT (top) and ExpT (bottom) (tastant delivery is at t = 0). Gray bars represent the activity in the first 125 ms after delivery of the tastant. The multiple prestimulus vertical black lines in the bottom PSTH indicate the timing of cue presentation. Dashed horizontal lines show baseline firing frequency. The histograms to the right detail the response profile in the first bin.

(G) Trial-by-trial population activity in the first 125 ms bin. Color plots display representative dissimilarity matrices for trials in response to UT (left) and ExpT (right). Color-coded squares represent the Euclidean distance between population vectors for different trials in the same session (color bar on the right of each plot). The plots to the right of each dissimilarity matrix represent population activity for ten neurons in eight trials. The diameter of the circles is proportional to the normalized activity of each neuron in first bin (white circles represent UT; gray circles illustrate ExpT). The shaded gray area and/or error bars represent the SEM.

See also Figure S1.
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Figure 2. Changes in Taste-Evoked Activity Correlate with Anticipatory Activity

(A) Population PSTH in response to ExpT (bin width, 125 ms; n = 298 neurons). Firing rates gradually elevate above baseline (the dashed line) before self-administration (t = 0). The thick horizontal bars labeled as M (minimal mouth movements), G (gapes), TP (small tongue protrusions), and LTP (lateral tongue protrusions) denote the average onset time (SEM) for each oro-facial reaction in response to UT (black lines) and ExpT (gray lines).

(B) The average ΔPSTH (125 ms bin width, n = 298) in response to ExpT and UT shows a large pretastant increase (arrowhead "pre") relative to baseline (dashed line). Baseline difference was computed as the average ΔPSTH between 5 and 3 s prior to tastant delivery. Time 0 is when gustatory stimulation occurs, "pre" arrowhead indicates the last 125 ms bin before gustatory stimulation, and "post" arrowhead indicates the first 125 ms bin after stimulation. Thick horizontal bars labeled as M, G, TP, and LTP indicate the average onset time (SEM) for oro-facial reaction in response to UT (black lines) and ExpT (gray lines).

(C) Left panel shows linear regression analysis correlating the ΔPSTH in the last prestimulus bin with the ΔPSTH in the first poststimulus bin. Each point represents a neuron from a sample of 298 cells recorded. Right panel illustrates linear regression analysis between ΔPSTH in the first poststimulus bin and ΔPSTH of a bin from background activity (i.e., randomly chosen in the interval between 5 and 3 s before tastant delivery). As expected, there is no correlation in this control condition. The shaded gray area represents the SEM.

See also Figure S2.

black trace), indicating that responses to ExpT are more narrowly tuned. In the same bin, population responses for ExpT had a significantly lower trial-to-trial variability (average Euclidean distance: 0.59 ± 0.02 for ExpT and 0.76 ± 0.02 for UT; p < 0.01 n = 152 Figure 1E, black trace). Thus, narrowing of tuning and reduction of trial-to-trial variability co-occurred in the first bin. Responses to ExpT in the second 125 ms bin, on the other hand, showed a very small decrease in H (0.87 ± 0.02 for ExpT and 0.90 ± 0.02 for UT, p < 0.01 n = 32; Figure 1D, gray trace) and a trending, but no significant increase in the trial-to-trial variability (0.63 ± 0.02 for ExpT and 0.69 ± 0.02 for UT, p = 0.06 n = 152; Figure 1E, gray trace). Figure 1F displays a representative example of a neuron changing its breadth of tuning in response to ExpT. The histograms on the right in Figure 1F detail response profiles in the first 125 ms bin and show a slight sharpening of the tuning in favor of expected sucrose. Figure 1G shows dissimilarity matrices and the corresponding trial-by-trial ensemble responses in the first bin for a representative session, further confirming the differences in trial-to-trial variability in response to UT and ExpT.

Prestimulus Anticipatory Activity Correlates with Poststimulus Differences

Visual inspection of the representative responses to ExpT in Figure 1F highlights an additional feature of responses to ExpT: the presence of a prestimulus ramp in firing rates at the time in which auditory cues are presented (see vertical black lines). The population PSTH for ExpT (Figure 2A) and the average ΔPSTH (Figure 2B) from 3 s before to 2.5 s after tastant delivery show the generality of this pattern in the data set. Figure 2A presents a population PSTH computed on a group of 298 neurons and shows a clear ramp in the activity that precedes self-administration of tastants (see also Figure S1). Similarly, the ΔPSTH averaged across trials, neurons, and tastants for bins of 125 ms (Figure 2B) provides a striking picture of the relevance of this pretastant activity. The average ΔPSTH reached a peak in this last bin before tastant delivery (4.0 ± 0.5 Hz, n = 298) (Figure 2B, see arrowhead "pre"); 14.4% (43 of 298) of the neurons showed a significant difference in this bin. Prestimulus modulations were larger in neurons whose taste-evoked activity changed the most. Indeed, the absolute prestimulus ΔPSTH, in the last bin before tastant delivery, was significantly (p < 0.05) larger for cells with significant poststimulus ΔPSTH (7.5 ± 1.8 Hz, n = 67) when compared to those that were not modulated by expectation (2.9 ± 0.3 Hz, n = 231). The left panel of Figure 2C shows a significant correlation between pre- and poststimulus differences in firing activity (r² = 0.34, p < 0.01, n = 298). A control comparison between the ΔPSTH for the first post-tastant bin and that for a bin randomly sampled from background activity (represented in Figure 2C, right panel) revealed no correlation (r² = 0.01; p = 0.08), confirming the specificity of the results. Finally, to determine whether anticipatory activity was present in neurons that improved gustatory classification performance, their pretastant ΔPSTH was computed. The presence of firing modulations before gustatory stimulation was confirmed by an average pretastant ΔPSTH of 5.7 ± 1.4 Hz, a value significantly larger than that observed in the same cells for spontaneous activity (2.5 ± 0.4 Hz, p < 0.05, n = 32).

Cue-Induced Activity: Anticipatory Priming of Cortical Neurons

To investigate the relationship between changes in firing activity preceding self-administration and lever pressing, population PSTHs for cued and for erroneous lever presses were compared
populations of PSTHs identified on the basis of a known spectral signature (Katz et al., 2001): a characteristic peak in the 6–9 Hz band (the frequency of licking) in their firing frequency (Figure 3A, insets). Only 25.6% (20 of 78) of cue-responsive neurons were rhythmically modulated by oro-motor behaviors (black rectangles in the “Som”-labeled strip plot in right portion of Figure 3A). These neurons responded to the tone with a significantly (p < 0.05) longer latency (90 ± 15 ms, n = 16) than those without the somatosensory spectral signature (50 ± 5 ms, n = 56). Because this method does not allow for the identification of potential somatosensory neurons that would not show rhythmic responses, a second analysis was performed on high-speed video recordings of the oro-facial region. To determine whether cue responses in neurons without somatosensory rhythmic signature preceded, or followed, mouth movements, the latency of the earliest detectable movement was determined with visual and automated methods in random subsets of sessions (Figures S3 and S7). The average latency of the earliest minimal mouth movements was significantly longer than that of tone-responsive neurons that did not have the rhythmic signature (automated methods: 187 ± 27 ms, p < 0.01, n = 10; blind visual inspection: 248 ± 29 ms, p < 0.01, n = 5). A session-by-session comparison of neural response and mouth movement latencies triggered by the cue confirmed that responses to cues systematically precede oral movements (Figure S3). This result is further confirmed by the inspection of population PSTHs in response to the earliest mouth movements (Figure S3), which shows a premovement ramp in firing rates. Thus, a relatively large percentage of recorded GC neurons (19.6%, 58 of 298) produce responses to auditory tones that are not secondary to conditioned oral movements. Figures 3B and 3C show population PSTHs and representative examples of cue responses in nonrhythmic neurons. To determine whether cue responses depended on learning, we quantified the number of neurons activated by the tone in six naive rats. In the first session in which the tone was introduced,
only 1 out of 36 neurons recorded produced a nonsomatosensory tone response (2.8% versus 19.5% after training; \( p < 0.05 \)) with a long latency (99 ms), suggesting that a high incidence of short latency cue-evoked activity could depend on learning and relate to the anticipatory value of the tone (Kerfoot et al., 2007).

If the responses described above are truly anticipatory, they should result from top-down influences. To test this hypothesis, we investigated the contribution of BLA, an area of the anticipatory network (Belova et al., 2007; Fontanini et al., 2009; Small et al., 2008) known to send projections to GC (Allen et al., 1991; Saper, 1982) and a possible source of top-down modulation. In a first set of experiments, GC and BLA were simultaneously recorded from rats involved in the task described above. As expected, BLA neurons responded to anticipatory cues (Figures 4A and S4 for representative raster plots and PSTH). A total of 20.8% (15 of 72) of BLA neurons responded to the tone: 16.6% (12 of 72) were excitatory and produced an average response of 19.2 Hz (±6.4, \( n = 12 \)), whereas 4.2% (3 of 72) showed inhibition, with firing rates dropping next to zero. The average latency of cue-responsive neurons in BLA was 33 ms (±3, \( n = 15 \)), an interval significantly shorter than that observed for GC neurons (49 ± 5 ms, \( n = 56, p < 0.01 \); Figure 4B). Cross-correlation between BLA spikes and GC local field potentials (LFPs) was quantified in the 125 ms following the tone. Figure 4C shows that the average peak in cross-correlation for cue responses significantly exceeded that measured at baseline (0.03 ± 0.006 and 0.02 ± 0.005, \( n = 10, p < 0.05 \)). These correlation values, whereas small, are consistent with those observed in another study on GC-BLA correlation (Grossman et al., 2008). The difference in latency and the cue-dependent strengthening in connectivity are consistent with top-down inputs from BLA neurons driving GC cue-related anticipatory activity. To test the causal role of BLA, we recorded cue responses before and after its pharmacological inactivation with the AMPA antagonist NBQX (bilateral injection of 0.2 μl at a concentration of 5 μg/μl). Inactivation of BLA resulted in a significant decrease of the absolute amplitude of peak excitatory responses to cues (from 13.0 ± 2.8 Hz to 5.8 ± 1.4 Hz after NBQX infusion, \( p < 0.05, n = 5 \) cue-responsive neurons) (Figure 4D, left panel). No significant difference was observed when saline was injected in BLA (from 16.4 ± 4.0 Hz to 13.8 ± 3.2 Hz after saline infusion, \( p = 0.09, n = 12 \) cue-responsive neurons) (Figure 4D, right panel). These results demonstrate that cue responses result from top-down inputs.

**Figure 4. Cue Responses Depend on Top-Down Inputs from BLA**

(A) Population plot of cue responses for neurons in BLA (left panel top shows excitatory responses; bottom illustrates inhibitory responses). Details of the plot are as in Figure 3A. The middle panel shows average PSTH for all the excitatory responses (\( n = 12 \)) and the right panel shows inhibitory responses (\( n = 3 \) bin width, 25 ms).

(B) Latency of cue response in BLA and GC (\( n = 15 \) and \( n = 56, \text{respectively} \)).

(C) Spike-field correlation between cue-responsive excitatory BLA neurons and GC LFPs. Dark gray indicates first 125 ms following the presentation of the cue (post-cue); light gray represents 125 ms before cue (pre-cue). Left panel is a representative cross-correlogram before and after the presentation of the cue. Note the higher peak after cue presentation. Right panel shows histograms of the average peak correlation within ±50 ms lag for activity before and after cue. The asterisk in (B) and (C) indicates significant differences.

(D) Effects of BLA pharmacological inactivation on cue responses in GC. The left panel shows population PSTH (bin width, 25 ms) for cue-evoked activity before (solid line and gray shading) and after (dotted line and blue shading) BLA infusion of NBQX (\( n = 5 \)). The asterisk above traces indicates the bins at which responses before and after NBQX are significantly different. The right panel shows how saline infusion has no effect on cue responses in GC (\( n = 12 \)). The shaded gray area and/or error bars represent the SEM. See also Figure S4.

**Cue-Induced Activity: Preplay of Responses to Unexpected Tastants**

Cue-responsive neurons showed a strong relationship with expectation-induced changes. They had a large average ΔPSTH...
in the first 125 ms post-tastant, which was significantly higher than that of background activity (6.8 ± 0.9 Hz, versus 3.4 ± 0.5 Hz, n = 58; p < 0.01) and significantly exceeded the ΔPSTH for all the other cells (6.8 ± 0.9 Hz, n = 58, versus 2.7 ± 0.3 Hz, n = 240; p < 0.01). A large percentage of neurons that coded for ExpT in the first bin was also cue responsive (39.1% excluding rhythmic somatosensory neurons; 43.7% including somatosensory neurons). Visual inspection of the raster plots and PSTHs in Figure 3C reveals a striking similarity between the activity following the cue and that triggered by UT (shaded areas). We began analyzing the similarity between cue responses and responses to UT by comparing their trial-to-trial variability. The Fano factor, i.e., the ratio of variance to mean of the spike counts, computed for the first 125 ms of responses in GC (Figure 5A) showed a similar reduction for both gustatory stimuli and auditory cues. Thus, both optimal stimuli (i.e., tastants) and multimodal anticipatory cues (i.e., auditory tones) similarly reduced trial-to-trial variability in GC. To further quantify the extent to which cue responses resembled the initial portion of responses to UT, correlation analyses were performed. Responses were computed as firing rates averaged across a period of 125 ms following either the tone or UT. Figure 5A shows the correlation for all the 58 neurons that responded to cues and did not show somatosensory rhythmicity. Neurons in this plot appear to have rather heterogeneous firing rates in response to UT, an indicator of the possible presence of different neuronal classes in our sample (i.e., pyramidal neurons and interneurons). To address this issue, we analyzed the width of spike waveforms and spontaneous firing rates for each neuron (Mitchell et al., 2007; Yokota et al., 2011). These two parameters were used to separate putative pyramidal neurons (spike width >300 μs and spontaneous firing rates >10 Hz) from putative interneurons (spike width <300 μs and spontaneous firing rates <10 Hz). Neurons with wide spikes and high firing rates or narrow spikes and low firing rates were classified as ambiguous. Figures SSB and SSC detail the results of these analyses. The population of cue-responsive neurons did indeed contain different classes of neurons. The majority of cue-responsive neurons (70%, 40 of 58) were putative pyramidal cells (see Experimental Procedures and legend of Figure S5 for more details). We focused all our correlation analyses on this homogeneous subpopulation of putative pyramidal neurons. As shown by Figure 5B, firing rates evoked by cues and unexpected tastes were significantly correlated in the population of putative pyramidal neurons (r² was 0.38, n = 40; p < 0.01). Using the same population as in Figure 5B, a running correlation analysis was performed. Trial-averaged running correlation between cue-evoked firing patterns in the first 125 ms and the time course of the UT response (Figure 5C) confirms this result and extends it by showing that the peak of correlation is significantly restricted to the first 125 ms bin of a UT response (0.39 ± 0.02, p < 0.01, n = 41). These analyses suggest a strong similarity between the anticipatory patterns evoked by cues and the early activity evoked by uncued, passively delivered gustatory stimuli. A principal component analysis (PCA)-based visualization of ensemble dynamics evoked by UT and tones further supports this result (Figure 5D), confirming that the cue evokes a state not dissimilar from that evoked by UT in the first 125 ms. The robustness of the results detailed in Figures 5C and 5D, which were obtained by analyzing only the population of putative pyramidal neurons, was confirmed when the same analyses were performed on the entire population of somatosensory cue-responsive neurons (n = 58; Figure S6). No correlation analyses were performed on the group of putative interneurons due to the small sample size.

To determine the impact of cue-dependent activation of GC on the time course of responses to ExpT, population activity
induced by ExpT and UT in putative pyramidal neurons (Figure 6A, gray line and black line, respectively) was compared using PCA. The product of this analysis (Figures 6A–6C) shows that early differences in the response result from the first bin of activity to ExpT (1 gray) moving closer to the second bin evoked by UT (i.e., the time at which taste coding begins; 2 black). The same visualization applied to each tastant (Figure 6B) confirms that the result from the average is general to all stimuli.

Responses to ExpT and UT begin to realign 250 ms after delivery of the tastant (Figures 6A–6C). The running correlation between the first bin of responses to ExpT and the time course of responses to UT confirms the results obtained with PCA (Figure 6D) by showing a broad peak of correlation that similarly involves the first (0–125 ms) and the second (125–250 ms) bin of the responses to UT (0.74 ± 0.01 and 0.72 ± 0.01, respectively, p = 0.22, n = 28). Figure 6E portrays an example of early responses to ExpT resembling later responses to UT. Figure 6 was obtained analyzing the same population of neurons used for Figure 5 (i.e., putative pyramidal neurons, n = 40).

See also Figures S5 and S6.

Effects of Expectation on Oro-Motor Activity

Differences in responses to UT and ExpT could be related to changes in oro-motor activity induced by expectation. To address this issue, an analysis of mouth movements triggered by cues, UT, and ExpT was performed. Blind visual inspection and automated image analysis of the oral region were performed for each frame to extract the timing of isolated and rhythmic mouth movements (see Experimental Procedures and Figure S7). Auditory cues produced small mouth movements with an average latency of 189 ± 30 ms (n = 10) and a magnitude that
was only 21.4% ± 6.5% of the amplitude of taste-induced movements. Automated analysis as well as blind visual inspection of video records revealed that cue-evoked mouth movements did not initiate rhythmic mouth movements, which were only evoked by the tastant. The representative single-trial and trial-averaged traces from Figure S7 confirm this assessment. The average mouth movement recorded for ExpT revealed only a small ramp before self-administration, which is likely the result of cue-evoked movements. The amplitude of the mouth movements prior to self-administration is only 12.8% ± 4.7% of that evoked by ExpT. Tastants, on the other hand, evoked large, rhythmic, and long-lasting movements. The overall pattern of rhythmic mouth movements was similar for ExpT and UT, as was their amplitude in the first 125 ms (amplitude UT: 104.3% ± 5.4% of amplitude ExpT). A small, significant difference was observed in their latency: ExpT evoked mouth movements at 66 ± 4 ms, whereas UT at 96 ± 6 ms. Palatability-related behaviors (i.e., tongue protrusions and gapes) also showed differences in the two conditions. In general ExpT evoked more tongue protrusions and less gapes than UT, indicating an expectation-dependent increase of perceived palatability and reduction of aversiveness (Table S1). These types of behaviors occurred at a latency longer than 125 ms (Figures 2A, 2B, and S1; Table S1).

DISCUSSION

The results presented here demonstrate the effects of cue-triggered expectation on temporal processing of gustatory stimuli in alert animals and describe cortical and amygdalar anticipatory signals responsible for this modulation.

Analysis of temporal dynamics of spiking responses in GC revealed that expectation effects were maximal in the early portion of the response. Early changes in firing rates evoked by ExpT resulted in more rapid coding of gustatory information. This effect was mediated by an increase in the number of neurons that were selective for expected tastants, by a sharpening of their tuning, and by a reduction of trial-to-trial variability in ensemble responses. These changes were related to anticipatory modifications of the cortical state triggered by the associative cue prior to gustatory stimulation. Cues predicting the availability of gustatory stimuli dramatically altered the activity of GC neurons. Multiple lines of evidence confirmed that cue responses in GC were not secondary to mouth movements. Instead, they appeared to emerge with learning and were the result of top-down inputs from BLA, a hub of anticipatory signals known to project to GC. Further analysis of responses from putative pyramidal neurons unveiled a strong correlation between cue-evoked responses and activity triggered by UT. Similarly to early activity evoked by UT, which is not specific to the chemical identity of the stimulus, cue-evoked responses acted by priming cortical circuits. The presence of the anticipatory priming before delivery of ExpT allowed GC to “save” time and more readily encode expected tastants. Although no analysis of the correlation patterns was performed on interneurons (due to the small sample size), the same analyses applied to the entire population of cue-responsive neurons yielded similar results.

Task Dependency of Response Dynamics

Gustatory cortical neurons process taste-related information via dynamic modulations of firing activity (Gutierrez et al., 2010; Jones et al., 2006; Katz et al., 2002; Stapleton et al., 2006). Three temporal windows, each coding different aspects of gustatory experience, have been classically described in the time course of responses to UT delivered via IOC (Fontanini and Katz, 2006; Grossman et al., 2008; Katz et al., 2002). Early reports showed that the initial portion of a response, i.e., from 0 to ~250 ms following taste stimulation, is devoted to processing the arrival of a fluid in the mouth with little coding of its chemical identity. By comparing response dynamics to ExpT and UT delivered via IOC, we showed that the temporal structure of the coding scheme can be altered by expectation. Taste coding can occur rapidly if tastants are expected. This improvement occurs due to a sharpening of response tuning combined with a decrease in the trial-to-trial variability of ensemble responses in the first 125 ms. The decrease in breadth of tuning was small, but it reached levels comparable with those observed for responses in the second bin. However, sharpening of tuning alone could not entirely explain our results because it also occurred for responses to ExpT in the second bin, a period in which classification performance does not change. Reduction of response variability, known to also occur in the visual system during an attentional task (Mitchell et al., 2009), appears critical to explain differences in classification performance between the first and second bin. Indeed, the absence of reduction in trial-to-trial variability for responses to ExpT in the second bin correlates with the lack of difference in classification performance.

These results show that in alert animals GC does not need to rely on a small subset of narrowly tuned neurons (Chen et al., 2011) to discriminate gustatory information. Instead, taste processing can be successfully achieved via broadly tuned neurons, distributed around much of GC, and whose selectivity and reliability are dynamically modulated by the behavioral state of the subject. Beyond taste, our data emphasize the importance of behavioral state in sculpting sensory processing and provide evidence for task-dependent multiplexing of temporal coding (Fontanini and Katz, 2008; Gilbert and Sigman, 2007). According to this view, the content and the timing of sensory codes are determined not only by the physical-chemical structure of stimuli and by the timing of their presentation but also by the demands of the task in which the animal is involved. These conclusions can be extrapolated to the interpretation of behavioral results on stimulus discrimination latencies and reaction times, which also vary depending on the behavioral state of the subject (Fontanini and Katz, 2006; Jaramillo and Zador, 2011; Womelsdorf et al., 2006).

Relationship between the Effects of Expectation and Motor Responses

Multiple analyses were performed to exclude the possibility that the effects of expectation were secondary to movement. The changes in the background state of GC prior to ExpT were not related to lever-pressing movement. Erroneous lever pressing in the absence of the cue had no effect on background firing rates, pointing to the cue as the key trigger of anticipatory activity. Cue-evoked changes in firing rates were only minimally related to rhythmic mouth movement. Indeed, most of the
neurons that responded to cues did not show the characteristic rhythmic firing associated with licking. Neurons with licking-related rhythmicity were excluded from further analysis. Latency analyses on nonrhythmic neurons revealed that cue responses had fast onset, significantly faster than mouth movements. In fact, responses to anticipatory tones appeared well before any visible mouth movement could be observed. We cannot exclude the possibility that small tongue movements could have occurred in the mouth without any visible movement of the oral region; however, the disappearance of cue responses following BLA inactivation strongly supports the cognitive nature of cue-related activity in GC. Although anticipatory mouth movements were not the cause of cue responses, they could in theory contribute to the difference between responses to UT and ExpT. Analysis of visible mouth movements immediately preceding ExpT revealed only minor activity. Movements were triggered by the cue and decreased before self-delivery. Large, rhythmic movements, likely related to licking (Travers and Jackson, 1992; Travers et al., 1986), were only observed following the delivery of tastants. ExpT and UT evoked movements with similar amplitude but with different latencies. Masticatory responses to ExpT and UT occurred ~66 and ~95 ms, respectively, in both cases within the first 125 ms from stimulus delivery. The faster onset of mouth movements after ExpT is consistent with attentional and anticipatory effects on reaction times (Jaramillo and Zador, 2011; Womelsdorf et al., 2006) and might in part contribute to the differences in stimulus processing. Indeed, the small, but significant, difference in latency of mouth movements suggests a possible coupling between cognitive and sensorimotor processes in mediating the effects of expectation.

Finally, we quantified the occurrence of palatability-related oro-facial reactions (i.e., small tongue protrusions, lateral tongue protrusions and gapes). Expected tastants appeared to be more palatable and less aversive than unexpected stimuli, a phenomenon observed also after learning (Spector et al., 1988), after alterations of sodium homeostasis (Tindell et al., 2006), and after changes in the state of arousal (Fontanini and Katz, 2006). An analysis of the latency of oro-facial reactions revealed that these behaviors occur well after the onset of rapid coding, a result in general agreement with the literature (Tindell et al., 2006; Travers and Norgren, 1986). The latency of oro-facial reactions appeared only partially affected by expectation. Small tongue protrusions had a significantly faster onset when evoked by ExpT; latency of gapes and lateral tongue protrusions did not appear to be modulated by expectation. Although overall differences in oro-facial reactivity occur too late to influence the changes in neural activity observed in the first 125 ms bin, they suggest interesting effects of expectation on the processing of palatability.

Role of BLA in Mediating Expectation-Related Changes

A fundamental issue addressed here is that of the sources of expectation-related signals. Experiments in both humans and animal models point to BLA as a key area in processing anticipatory cues, expectation, and taste (Belova et al., 2007; Fontanini et al., 2009; Roesch et al., 2010). BLA, one of the several areas activated by expectation with anatomical projections to GC (Allen et al., 1991), exerts excitatory and inhibitory effects (Ferreira et al., 2005; Hanamori, 2009; Yamamoto et al., 1984). Recent in vivo intracellular recordings showing the ability of BLA inputs to promote spiking in GC neurons further strengthen the functional relevance of this connection (Stone et al., 2011). Our results indicate that BLA can have a crucial role in directly promoting cue responses in GC. Interactions between frontal circuits and amygdala are responsible for the emergence of cue responses in BLA (Schoenbaum and Roesch, 2005), which would then transfer this signal to GC.

As for the psychological nature of the signal provided by BLA, the recent suggestions that BLA might be involved in processing saliency, attention, and expectation (Balleine and Killcross, 2006; Holland and Gallagher, 1999; Roesch et al., 2010) are entirely consistent with our results. The priming of GC networks induced by cues could be related to a salient anticipatory signal reaching sensory cortices via BLA. Our results, thus, extend the involvement of BLA in stimulus processing beyond its role of enriching sensory codes with emotional value (Fontanini et al., 2009; Grossman et al., 2008; Maren et al., 2001) and point at a more dynamic and context-dependent relationship between amygdala and sensory processing.

General and Specific Expectation

Sensory perception in general, and taste perception in particular, are heavily influenced by expectation. Most of the studies on the subject have focused on a very specific form of expectation, which involves the anticipatory knowledge of the identity of the stimulus. fMRI and immediate early gene studies have shown that this form of expectation results in the anticipatory activation of stimulus-specific representations (Nitschke et al., 2006; Saddoris et al., 2009; Zelano et al., 2011). In this study we address the most general form of expectation, that of a stimulus occurring in a specific modality regardless of its specific identity. We showed that cues can associatively activate GC even when specific information about the identity of the gustatory stimulus is not available. This anticipatory activation is remarkably similar to general patterns that prime GC following the presentation of UT. We further explained the mechanism through which this anticipatory priming can influence taste coding. Our results can be extrapolated to the case of specific expectation. Indeed, it is likely that cues associated with specific stimuli would not only produce patterns of activity correlated with those evoked by the sensory dimensions they predict (Kerfoot et al., 2007; Saddoris et al., 2009) but also result in the dynamic modulation of sensory responses to the expected dimensions.

EXPERIMENTAL PROCEDURES

Experimental Subjects

All the experimental procedures were performed according to federal, state, and university regulations regarding the use of animals in research and approved by the Institutional Animal Care and Use Committee of Stony Brook University. Female Long Evans rats (275–350 g) served as the subjects in this study. Animals were maintained on a 12 hr light/12 hr dark schedule and were given ad libitum access to chow and water, unless otherwise specified.

Surgery

See Supplemental Experimental Procedures for surgical procedures and details on the implantation of electrodes and cannulae in GC and BLA and postoperative recovery.
Behavioral Training

After the recovery time, rats were started on a water-restriction regimen (45 min of water/day). After they were habituated to restraint conditions and to receiving fluids through IOC, subjects were progressively trained to wait for a period of at least 40 ± 3 s (TI) and to press the lever at the onset of a 75 dB auditory tone. Rats had to press within 3 s after the tone to collect the fluid (ExpT); after the lever press (or 3 s), the tone stopped, and a new trial was started. Early presses were discouraged by the addition of a 2 s delay of the cue. During experimental sessions additional tastants were delivered at random times near the middle of the ITI, at random trials and in the absence of the anticipatory cue (UT). Expected, self-administered, and UT were selected randomly. After the end of each experimental session, electrodes were moved at least 150 μm.

Stimulus Delivery

Four basic tastants (100 mM NaCl, 100 mM sucrose, 100 mM citric acid, and 1 mM quinine HCl) were delivered through a manifold of four polyimide tubes slid into the IOC (Fontanini et al., 2009). Computer-controlled solenoid valves pressure ejected ~40 μl of fluids (opening time: ~40 ms) directly into the mouth. A total of 50 μl of water was delivered as a rinse through a second IOC 5 s after the delivery of each tastant. Each tastant was delivered for at least six trials in each condition.

Electrophysiological and Video Recordings

Single-neuron action potentials and LFPs were simultaneously amplified, band-pass filtered (at 300–8,000 Hz for single units and 3–90 Hz for LFP), digitized, and recorded to a computer (Plexon, Dallas). Single units of at least 3:1 signal-to-noise ratio were isolated using a template algorithm, clustering techniques, and examination of interspike interval plots (Offline Sorter; Plexon). Oro-facial reactions were video recorded, and videos were synchronized with electrophysiological recordings.

BLA Inactivation Procedures

Rats implanted with injection cannulae were trained to perform the cued, self-administration paradigm. Once the rats were successfully trained, experimental sessions began. A total of 26 sessions were performed on 7 rats. Each session was divided into two sections: a pre-NBXQ infusion, and post-NBXQ infusion portion. See Supplemental Experimental Procedures for additional details on the experimental protocol.

Analysis of Electrophysiological Data

Spike sorting and data analysis were performed using Offline Sorter, Neuro-Explorer (Plexon), and MATLAB (MathWorks, Natick, MA, USA).

Taste Responsiveness

Single-neuron and population PSTHs were compiled around deliveries of tastants. Unless otherwise specified in the text, a bin size of 125 ms was used. The analyses were repeated using different bin width and yielded similar results. Neurons were defined as taste responsive within each bin if the firing rates evoked by the four stimuli significantly differed from each other with a p value <0.05 using a one-way ANOVA (trials x tastants). The breadth of tuning of each neuron in each bin was quantified by measuring entropy (H). H was computed as previously reported by Smith and Travers (1979) using the following formula:

\[ H = -K \sum_{i=1}^{n} P_i \log P_i, \]

where K is a constant, and P_i is the proportional response to each tastant. Low H indicated higher tastant selectivity of a response, whereas high H represented broader tuning (H = 1 means that the neuron responds to all the stimuli in the same way). Consistent with prior literature in the taste field, we performed entropy analysis on each neuron’s average response profile; hence, individual neuron H values yielded no confidence interval. Single-trial classification analysis was performed for each ensemble of simultaneously recorded neurons on the basis of their PSTH (Jones et al., 2007). A vector of firing rates was computed for each group of neurons and in each bin. Single trials were classified by comparing their population response with the average population responses for each of the four tastants. Average population responses were compiled using all the trials minus the one being classified. The Euclidean distance between the single-trial population vector of firing rates and the average response was used to measure the similarity. This analysis held a percent correct classification for each bin in a session. Classification performance was then averaged across all the sessions, and differences between conditions for each bin were compared across conditions using a t test (p < 0.05).

Cue Responsiveness

Analysis of cue responses was limited to the window from the onset of the cue to the time of the earliest lever press for each session. Responses to cues were considered significant when the comparison of post-cue with spontaneous firing averaged across 50 ms-wide bins produced a p < 0.05 with one-way ANOVA and Tukey-Kramer post hoc analyses. As with taste responses, overall responsiveness to cues was visualized relying on population PSTHs averaged across multiple neurons. The latency of tone responses was computed using analysis techniques based on the cumulative sum of spiking responses across trials (Wiest et al., 2005). Briefly, for each neuron all the trials were combined and binned at 1 ms. The cumulative sum of spike counts was then calculated from 500 ms before the cue to the time of the first lever press after the tone. Expected cumulative sum was computed on the basis of the prestimulus firing rate. Deviations of the actual cumulative sum from the expected one were determined for each bin. The first of three consecutive poststimulus bins larger than two times the SD was considered the onset of the tone response. Results were validated by blind inspection (neurons yielding conflicting results were dropped to avoid distortion of the average). To determine the subset of neurons that were modulated by mouth movements, the frequency profile of spontaneous spiking activity was determined using power spectral analysis (Katz et al., 2001). The power spectrum of the firing for each neuron was computed in the band between 0.5 and 50 Hz on the basis of a smoothed FFT with frequency resolution of ~0.2 Hz. A peak in the licking frequency (5–9 Hz) characterized somatosensory neurons. Comparison of latencies of tone responses between somatosensory and nonsomatosensory GC neurons and between the latter and BLA cue responses was performed using paired t test. Significance of the difference between cue response onsets and latency of earliest mouth movements was assessed relying on a t test. To further assess the temporal relationship between cue responses and onset of mouth movements, raster plots, single-neuron PSTHs, and population PSTHs were compiled.

Response Variability

Trial-to-trial variability of population responses was computed on the basis of neural ensembles recorded in each session. For each tastant, trial, and 125 ms-wide bin, a population vector of firing rates was computed. Each population vector was normalized to the peak firing rate within the vector; this procedure allowed us to extract for each trial an across-neurons activation pattern independent of peak firing rates. Pairwise Euclidean distance between all the trials was averaged and used to assess trial-to-trial dissimilarity index and plot dissimilarity matrices. Dissimilarity indices for all the bins and tastes were validated by blind inspection (neurons yielding conflicting results were dropped to avoid distortion of the average). To determine the subset of neurons that were modulated by mouth movements, the frequency profile of spontaneous spiking activity was determined using power spectral analysis (Katz et al., 2001). The power spectrum of the firing for each neuron was computed in the band between 0.5 and 50 Hz on the basis of a smoothed FFT with frequency resolution of ~0.2 Hz. A peak in the licking frequency (5–9 Hz) characterized somatosensory neurons. Comparison of latencies of tone responses between somatosensory and nonsomatosensory GC neurons and between the latter and BLA cue responses was performed using paired t test. Significance of the difference between cue response onsets and latency of earliest mouth movements was assessed relying on a t test. To further assess the temporal relationship between cue responses and onset of mouth movements, raster plots, single-neuron PSTHs, and population PSTHs were compiled.

Identification of Different Cell Classes

See Supplemental Experimental Procedures.

Differences between Responses to ExpT and UT

Firing rate differences between responses to ExpT and UT were quantified by subtraction for each time bin: ΔPSTH = PSTHexpT - PSTHUT. ΔPSTHs were performed on PSTHs having either 50 or 125 ms-wide bins. Negative values indicated larger firing rates for ExpT; both negative and positive values were used for linear regression analysis. To analyze and visualize the net difference between the two conditions, the absolute value of the ΔPSTH was used and averaged for all the neurons. Significance of the ΔPSTH at a specific time point was assessed using paired t test to compare it with background ΔPSTH. The number of neurons that produced significantly different tastant responses in the two conditions was assessed by using a two-way ANOVA.
(expected/unexpected trials) on either single bins or on responses averaged across 2.5 s. Correlation between ΔPSThs before and after gustatory stimulation was established performing a linear regression analysis. ΔPSThs for the last 125 ms before stimulus and for the first 125 ms after stimulus were used. This analysis was performed on all the neurons in which UT and ExpT were compared.

**Correlation between Responses**

Correlation was established via linear regression analysis of single-cell firing rates evoked by either UT or tones over a period of 125 ms from the stimulus. In few sessions (i.e., when pressing occurred before 125 ms), cue responses could be measured only over an interval shorter than 125 ms. In this case, responses to cues were measured from the onset of the tone to the time of the earliest lever press. Responses to UT were computed over a same-length interval. Firing rates were normalized to background firing. All the cue-responsive neurons with no somatosensory rhythmicity were used for the correlation analysis. K-means clustering of cue and UT responses in this population suggested the presence of two subgroups with different firing rates. To examine how a single bin of population activity (i.e., the first 125 ms after either the cue or self-administrations) correlated with the whole time course of responses in another condition, a running correlation was used. Activity at each time point was described by a population vector of firing rates for all the cells that were cue responsive and that fired to tasters with less than 30 Hz above background. Population activity in the reference bin was correlated with that in each bin composing the time course of the target response from 1 s before to 2.5 s after presentation of UT. The correlation was performed across single trials and averaged. The significance of peaks and differences was established with a one-way ANOVA and a Tukey-Kramer post hoc test.

**Visualization of Trajectories**

To visualize the time course of population activity as a trajectory in space, a PCA was used. PCA was performed for responses to cues, UT, and ExpT. PCA was applied on 2D matrices composed by the trial-averaged activity for the population of neurons versus each 125 ms time bin (neurons x time). Tastant responses went from −2 to 2.5 s after stimulus presentation, whereas cue responses were limited to an interval going from −2 s to 125 ms after the tone. The difference between the Euclidean distance for homologous bins in different conditions (i.e., bin1 ExpT and bin1 UT; bin2 ExpT and bin2 UT, etc.) and that for successive bins in different conditions (i.e., bin1 ExpT and bin2 UT; bin2 ExpT and bin3 UT, etc.) was used to verify time course of similarity between bins. Negative values indicated that the distance for successive bins was shorter than that for homologs bins, i.e., that bin1 ExpT was more similar to bin2 UT than bin1 UT.

**Spike-Field Correlation**

The correlation analysis between spiking in BLA cue-responsive neurons and LFPs from GC was measured for a 125 ms-wide bin either preceding (control) or following the onset of the tone. Eight, simultaneously recorded GC LFPs were used for each cell. The cross-correlation was computed on a trial-to-trial basis between the continuous LFPs and the rate histogram using a bin size of 1 ms. The average cross-correlogram was computed for each cell-LFP pairing. To eliminate the influence from stimulus-induced covariation, a cross-correlogram was performed on pairs of signals coming from different trials (trial shuffle) and was subtracted from the average cross-correlogram on same trials. The peak occurring within a ±50 ms lag of the resulting cross-correlogram was measured for both pre- and post-tone segments, and the values were compared with a t test.

**Analysis of Mouth Movements and Oro-Facial Behaviors**

See Supplemental Experimental Procedures.

**Histology**

See Supplemental Experimental Procedures.
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